22.3 Depth First Search

Depth First Search (DFS) is often used as a subroutine in other algorithms to determine the structural details of a graph. It does this by searching deeper into a graph whenever possible, like BFS, it requires vertices to have certain attributes. For each \( u \in V(G) \):

- \( \text{Color}[u] \) : keeps track of DFS progress.
- \( p[u] \) : parent of \( u \), defined predecessor subgraph.
- \( d[u] \) : discovery time of \( u \).
- \( f[u] \) : finish time of \( u \).

The time stamps \( d[u] \) and \( f[u] \) can be used by other algorithms and are generally helpful in reasoning about the behavior of DFS.

In the following pseudo-code, time is a global variable ranging from 1 to \( 2n \) where \( n = |V(G)| \), time is incremented at each discovery event (graying) and at each finishing event (blackening). Since there is exactly one such event for each vertex, there are necessarily \( 2n \) such events.
**DFS(G)** calls a subroutine **Visit(u)** which calls itself recursively. The graph $G = (V,E)$ may be directed or undirected.

**DFS(G)**
1. for all $u \in V$
2. $\text{color}[u] \leftarrow \text{white}$
3. $P[u] \leftarrow \text{nil}$
4. $\text{time} \leftarrow 0$
5. for all $u \in V$
6. if $\text{color}[u] = \text{white}$
7. **Visit(u)**

**Visit(u)**
1. $\text{color}[u] \leftarrow \text{gray (Discovery)}$
2. $d[u] \leftarrow \text{time} \leftarrow (\text{time} + 1)$
3. for all $v \in \text{Adj}[u]$
4. if $\text{color}[v] = \text{white}$
5. $P[v] \leftarrow u$
6. **Visit(v)**
7. $\text{color}[u] \leftarrow \text{black (Finish)}$
8. $f[u] \leftarrow \text{time} \leftarrow (\text{time} + 1)$

The predecessor subgraph (**DFS Forest**) $G_p$ is defined as $G_p = (V,E_p)$ where

$$E_p = \{ (P[u], u) \in E \mid u \in V \text{ and } P[u] \neq \text{nil} \}$$
Each time visit(u) is called from line 7 of DFS, \( v \) becomes the root of a new tree in the DFS forest.

\[
\begin{array}{c|ccc}
\text{Ex} & 1 & 2 & 3 \\
1 & 2 & 3 & 5 \\
2 & 1 & 4 & 5 & 6 \\
3 & 1 & 4 & 5 \\
4 & 2 & 3 & 5 \\
5 & 2 & 4 & 6 \\
6 & 2 & 5 \\
\end{array}
\]

\[
\begin{array}{c|ccc}
\text{d} & 1 & 12 & n \\
1 & 11 & 1 \\
4 & 5 & 4 \\
3 & 10 & 2 \\
6 & 9 & 4 \\
7 & 8 & 5 \\
\end{array}
\]

DFS Forest!

\[
\begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6 \\
\end{array}
\]

When DFS is run on an undirected graph \( G \), the DFS forest will have as many trees as \( G \) has connected components. Each tree contains one such component.
### Example 1

<table>
<thead>
<tr>
<th>d</th>
<th>f</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: 2 4</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>2: 1 4 5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>3: 6 7</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>4: 1 2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5: 2</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>6: 3 7</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>7: 3 6</td>
<td>11</td>
<td>12</td>
</tr>
</tbody>
</table>

**DFS Forest:**

![DFS Forest Diagram]

### Example 2

<table>
<thead>
<tr>
<th>d</th>
<th>f</th>
<th>( \beta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: 2 5</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2: 5 6</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>3: 2 4 6 7 8</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>4:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5:</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>6: 5 7</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>7:</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>8: 4 7</td>
<td>14</td>
<td>15</td>
</tr>
</tbody>
</table>

**DFS Forest:**

![DFS Forest Diagram]
Run Time

Lines 1-3 and 5-6 take time $\Theta(|V|)$ since they process all vertices.

Visit$(u)$ is called exactly once on each vertex, since it is only called on white vertices, and the first thing it does is color a vertex gray. Lines 7 in DFS and 6 in visit are thus executed $|V|$ times.

In Visit$(u)$ loop 3-6 is executed $|\text{Adj}[u]|$ times. Recall

$$\sum_{u} |\text{Adj}[u]| = 2|E|$$

By the Handshaking Lemma (in undirected graphs). Thus lines 3-6 take total time $\Theta(|E|)$.

The run time of DFS is therefore $\Theta(|V| + |E|)$.

What does DFS$(G)$ tell us about the structure of $G$? I.e., what can be deduced from the fields $f$, $t$, and $p$ after a call to DFS?

First note that the DFS forest $G_p$ exactly mirrors the structure of the recursive calls to Visit$(\cdot)$.
CREATE A STRING CONSISTING OF THE SYMBOLS '( ' AND ')' BY DOING THE FOLLOWING ALGORITHM AFTER A CALL TO DES:

1.) for $t \leq 1 \to 2|V|$
2.) if $t$ was a discovery event
3.) print '('
4.) else
5.) print ')

Ex. (From previous example)

<table>
<thead>
<tr>
<th>Time</th>
<th>1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

OBSERVE THAT THIS EXPRESSION IS WELL FORMED IN THE SENSE THAT THE PARENTHESES MATCH UP. IN FACT EACH PAIR OF MATCHING PARENTHESES CORRESPOND TO THE DISCOVER AND FINISH TIMES OF ONE AND THE SAME VERTEX.

Thus this string can be thought of as the DFS forest $G_p$ in different notation.