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At a glance we see that at worst 4 comparisons are performed, while on average there are

\[
\frac{1 \cdot 1 + 2 \cdot 2 + 4 \cdot 3 + 3 \cdot 4}{10} = 2.9
\]

comparisons. Clearly there is at best 1 comparison for any list.

Let \( W(n) \) denote the worst case number of comparisons performed on a list of length \( n \). The previous example shows that \( W(10) = 4 \).

We will find a general formula for \( W(n) \). Note however that \( W(n) \) depends only on \( n \), and not on the particular numbers in the list. We therefore always take the list to be \( 1, 2, 3, \ldots, n \).
Observe that if \( n = 2^k - 1 \) then the corresponding tree is complete (i.e., each node has degree 0 or 2), and has depth \( k \), whence \( W(n) = k \).

**Theorem**

If \( 2^{k-1} - 1 < n \leq 2^k - 1 \), then the number of comparisons performed by binary search on any list of length \( n \) is at worst:

\[
W(n) = k
\]
We would like to express \( W(n) \) as a formula involving \( n \) only. To this end we introduce logarithms.

**DEFN:**
Let \( b > 1 \), \( x > 0 \); then \( \log_b(x) \) is defined to be the power you must raise \( b \) to, to get \( x \). i.e.

\[
y = \log_b(x) \iff x = b^y
\]

**Ex.**
\[
\begin{align*}
\log_29 &= 2 & \text{since} & \quad 2^2 &= 9 \\
\log_5125 &= 3 & \text{since} & \quad 5^3 &= 125 \\
\log_{10}(10000) &= 4 & \text{since} & \quad 10^4 &= 10000 \\
\log_2(32) &= 5 & \text{since} & \quad 2^5 &= 32
\end{align*}
\]

The number \( b \) is called the base.
Certain bases have a special notation:

- **Common log** or **Naperian log**: \( \log_{10} \) (write \( \log \))
- **Natural log**: \( \log_e \) (write \( \ln \)) where \( e \approx 2.71828 \ldots \)
- **Binary log**: \( \log_2 \) (write \( \log_2 \))

\( \log = \log_2 \) in most often used in computer science.
Ex. \( \log(1) = 0, \log(2) = 1, \log(4) = 2, \ldots, \log(2^k) = k \)

Observe that \( \log(n) < n \) for all \( n > 0 \). 
\( \log(n) \) grows very slowly with \( n \), and any algorithm whose running time is \( \Theta(\log(n)) \) is considered very efficient.

Recall the previous theorem:

\[ 2^{k-1} - 1 < n \leq 2^k - 1 \iff W(n) = k. \]

To find \( k \) as a function of \( n \) we manipulate the inequality:

\[ 2^{k-1} < n + 1 \leq 2^k. \]
Then apply $\lg$ to each term:

$$\lg(2^{k-1}) < \lg(n+1) \leq \lg(2^k)$$

\[ k-1 < \lg(n+1) \leq k \]

Thus $k = \lceil \lg(n+1) \rceil$. An easy exercise shows that

$$\lceil \lg(n+1) \rceil = \lceil \lg(n) \rceil + 1$$

Thus the worst case number of comparisons for Binary Search is

$$w(n) = \lceil \lg(n) \rceil + 1$$

A moment's thought should convince you that $\lceil \lg(n) \rceil + 1 = \Theta(\lg(n))$

Thus Binary Search has running time $\Theta(\lg(n))$, which is superior to the time $\Theta(n)$ for Sequential Search.

**Exercise**

Let $n = 2^k - 1$. Find the average number of comparisons done by Binary Search under the assumption that target is in the list.
**Answer:**

\[ A(n) = \frac{\sum_{i=1}^{k} i \cdot 2^{i-1}}{n} = \lg(n+1) - 1 + \frac{\lg(n+1)}{n} \]

Thus the average running time for binary search is also \( \Theta(\lg(n)) \).

Suppose we have an unsorted list we wish to search. We could use sequential search in \( \Theta(n) \) time, or we could do selection sort followed by binary search in

\[ \Theta(n^2 + \lg(n)) = \Theta(n^2) \]

time, which is apparently worse.

But observe that for many applications we only sort once, while we search many times.

Which combination we prefer depends on how many times we intend to search.
Read the book's analysis of the pattern matching algorithm ("Forward March").
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An algorithm is said to be of exponential order if its running time is $\Theta(2^n)$ (or $b^n$ for any $b > 1$), or worse.

Ex: brute force chess, traveling salesman, Hamiltonian circuits (see book.)

Exponential functions like $2^n$ grow faster than any polynomial $n^k$, which in turn grow faster than $\log(n)$.

Exponential algorithms are practical only for very small values of $n$. 