Subconsciously, Athletes May Play Like Statisticians

By DAVID LEONHARDT

When Justine Henin-Hardenne rips a cross-court forehand at the Australian Open or Tom Brady, the New England Patriots quarterback, dodges an onrushing defender, each looks like the very definition of living in the moment. Like other great athletes, they often appear to rely on speed, strength and lightning-fast reactions.

There seems to be little time for highly advanced quantitative analysis that weighs current observations against past experiences to suggest a plan of attack.

But this kind of analysis is precisely what the human brain does when facing a physical challenge, according to a study by two European scientists published in the current issue of Nature. The more uncertainty that people face — be it caused by wind on a tennis court, snow on a football field or darkness on a country highway — the more they make decisions based on their subconscious memory and the less they depend on what they see.

Among researchers, the combining of new information with conventional wisdom is known as Bayesian analysis, and it has become increasingly popular in recent years. Once controversial, because it muddies supposedly pure scientific data with subjective opinion about which prior research is relevant to a particular study, it has gained adherents as the explosion of computing power has allowed the method’s complex formulas to be performed on a basic laptop computer.

With the encouragement of the Food and Drug Administration, medical-device makers use the method to test new devices that are only slightly different from their predecessors. Computer companies use Bayesian methods to build spam filters for e-mail, said Dr. Michael Lynch, the chief executive of Autonomy, a British software company, and governments use it to try to prevent terrorism, combining data from security cameras and X-ray machines with criminal profiles.

"In academia, the Bayesian revolution is on the verge of becoming the majority viewpoint, which would have been unthinkable 10 years ago," said Bradley P. Carlin, a professor of public health at the University of Minnesota and a Bayesian specialist.

Stephen M. Stigler, a professor of statistics at the University of Chicago who considers himself to be roughly in the middle of the spectrum in the Bayesian debate, added: "It’s not a controversial subject. Twenty years ago, it was."

In everyday life, of course, people have been using the ideas underlying Bayesian analysis since well before it became the vogue in science labs, or even before Thomas Bayes, an 18th-century British minister and mathematician, formalized the method in a paper that was published two years after he died. When crossing a street, people rely on both what they see and what they remember about the speed of cars on similar roads. When deciding whether to take a sick child to a doctor, parents consider the current symptoms as well as the child’s history and their general knowledge of illness.
"The human brain knows about Bayes’s rule," said Konrad P. Körding, a postdoctoral researcher at the Institute of Neurology in London, who conducted the study published in Nature along with Daniel M. Wolpert, a professor at the institute.

The new research stands out because it offers a detailed window into how the Bayesian thought process works, showing the point when uncertainty becomes great enough to give past experience an edge over current observation.

Each participant in the experiment sat down and placed a hand on a tabletop. A projection of a computer screen blocked their view of the hand. The goal was to guide a cursor, which followed the movement of the hand, from one side of the screen to a target on the other side.

Adding to the uncertainty, the cursor usually appeared slightly to the right of the hand, and the participants caught at most a quick glimpse of it when it was halfway across the screen. Sometimes, the cursor appeared as a discrete point; other times, it was an ill-defined cloud.

The researchers found that when no cursor flashed, people relied on what they had learned during 1,000 practice runs before the experiment: namely that the cursor was, on average, one centimeter to the right of the hand. When a cloud flashed, they considered it, but only somewhat, in a pattern that followed what Bayes’s formula predicted. When a distinct cursor flashed, they relied on it and not past experience.

"Most decisions in our lives are done in the presence of uncertainty," Dr. Körding said. "In all these cases, the prior knowledge we have can be very helpful. If the brain works in the Bayesian way, it would optimally use the prior knowledge."

The researchers drew the analogy to tennis in their paper, and it is not the first study to suggest that athletes have a more sophisticated understanding of mathematics than even they may realize.

Mark A. Walker and John C. Wooders, economists at the University of Arizona, recently studied old videotapes of tennis matches involving stars like Bjorn Borg, Ivan Lendl and Pete Sampras. The economists looked at the serves in each match to see how well players randomly altered playing the ball to an opponent's forehand or backhand.

Many people do poorly on similar tests when they are conducted in a laboratory. Ask somebody to write down a list of hypothetical coin-flip outcomes, for example, and the result will probably contain too few streaks of heads or tails. Because people know that the overall odds are 50-50, they underestimate how often three straight tails or four straight heads turn up.

But professional tennis players realize, on some level, that their opponent will have an advantage if he knows that a serve to the forehand is likely to be followed by one to the backhand. They do a relatively good job of mixing serves, though still not as randomly as a computer program would, Professors Walker and Wooders reported in a 2001 paper.

Some researchers remain skeptical that the human mind works like the coldly rational Bayesian machine suggested by the Nature paper. Consider the self-destructive mistakes drivers make in their behavior, from turning a steering wheel the wrong way on a patch of ice to buying sport-utility vehicles that are less safe than their owners believe.

"I’m quite comfortable with the idea that people use probability," said Dr. Stigler, the Chicago statistician. "The idea that it’s associated with a Bayesian approach is not quite clear."
The most likely explanation may be that some people are quite good at subconsciously using statistical techniques and others are far less so. As the Super Bowl and Australian Open play out over the next two weeks, the athletes holding trophies at the end might be the Bayesians.
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When we learn a new motor skill, such as playing an approaching tennis ball, both our sensors and the task possess variability. Our sensors provide imperfect information about the ball's velocity, so we can only estimate it. Combining information from multiple modalities can reduce the error in this estimate. On a longer time scale, not all velocities are a priori equally probable, and over the course of a match there will be a probability distribution of velocities. According to bayesian theory, an optimal estimate results from combining information about the distribution of velocities—the prior—with evidence from sensory feedback. As uncertainty increases, when playing in fog or at dusk, the system should increasingly rely on prior knowledge. To use a bayesian strategy, the brain would need to represent the prior distribution and the level of uncertainty in the sensory feedback. Here we control the statistical variations of a new sensorimotor task and manipulate the uncertainty of the sensory feedback. We show that subjects internally represent both the statistical distribution of the task and their sensory uncertainty, combining them in a manner consistent with a performance-optimizing bayesian process. The central nervous system therefore employs probabilistic models during sensorimotor learning.

Subjects reached to a visual target with their right index finger in a virtual-reality set-up that allowed us to displace the visual feedback of their finger laterally relative to its actual location (Fig. 1a; see Methods for details). On each movement, the lateral shift was randomly drawn from a prior distribution that was gaussian with a mean shift of 1 cm to the right and a standard deviation of 0.5 cm (Fig. 1b). We refer to this distribution as the true prior. During the movement, visual feedback of the finger position was only provided briefly, midway through the movement. We manipulated the reliability of this visual feedback on each trial. This feedback was either provided clearly (σ_v condition, in which the uncertainty comes from intrinsic processes only), blurred to increase the uncertainty by a medium (σ_m) or large (σ_l) amount, or was withheld altogether leading to infinite uncertainty (σ_in). Visual information about the position of the finger at the end of the movement was provided only on clear feedback trials (σ_v) and subjects were instructed to get as close to the target as possible on all trials.

Subjects were trained for 1,000 trials on the task, to ensure that they experienced many samples of the lateral shift drawn from the underlying gaussian distribution. After this period, when feedback was withhold (σ_in), subjects pointed 0.97 ± 0.06 cm (mean ± s.e.m. across subjects) to the left of the target showing that they had learned the average shift of 1 cm experienced over the ensemble of trials (Fig. 1a, example finger and cursor paths shown in green). Subsequently, we examined the relationship between imposed lateral shift and the final location that subjects pointed to. On trials in which feedback was provided, there was compensation during the second half of the movement (Fig. 1a, example finger and cursor paths for a trial with lateral shift of 2 cm shown in blue). The visual feedback midway through the movement provides information about the current lateral shift. However, we expect some uncertainty in the visual estimate of this lateral shift. For example, if the lateral shift is 2 cm, the distribution of sensed shifts over a large number of trials would be expected to have a gaussian distribution centred on 2 cm with a standard deviation that increases with the blur (Fig. 1c).

Figure 1 The experiment and models. a. As the finger moves from the starting circle, the cursor is extinguished and shifted laterally from the true finger location. The hand is never visible. Halfway to the target, feedback is briefly provided clearly (σ_v) or with different degrees of blur (σ_m and σ_l), or withheld (σ_in). Subjects are required to place the cursor on the target, thereby compensating for the lateral shift. The finger path illustrates typical trajectories at the end of the experiment when the lateral shift was 2 cm (the colours correspond to two of the feedback conditions). b. The experimentally imposed prior distribution of lateral shifts is gaussian with a mean of 1 cm. c. A diagram of the probability distribution of possible visually experienced shifts under the clear and the two blurred feedback conditions (colours as in a) for a trial in which the true lateral shift is 2 cm. d. The estimate of the lateral shift for an optimal observer that combines the prior with the evidence. e. The average lateral deviation from the target as a function of the true lateral shift for the models (for σ_v, the green shading shows the variability of the lateral deviation). Left, the full compensation model; middle, the bayesian probabilistic model; right, the mapping model (see the text for details).
visual estimate of the lateral shift. In this model, increasing the uncertainty of the feedback for a particular lateral shift (by increasing the blur) would affect the variability of the pointing but not the average location. Crucially, this model does not require subjects to estimate their visual uncertainty or the prior distribution of shifts. Second (model 2), subjects could optimally use information about the prior distribution and the uncertainty of the visual feedback to estimate the lateral shift. We can see intuitively why model 1 is sub-optimal. If, on a given trial, the subject sensed a lateral shift of 2 cm, there are many true lateral shifts that can give rise to such a perception. For example, the true lateral shift could be 1.8 cm with a visual error of +0.2 cm, or it could be a lateral shift of 2.2 cm with a visual error of −0.2 cm. Which of the two possibilities is more probable? Given gaussian noise on the visual feedback, visual errors of +0.2 cm and −0.2 cm are equally probable. However, a true lateral shift of 1.8 cm is more probable than a shift of 2.2 cm given that the prior distribution has a mean of 1 cm (Fig. 1b). If we consider all possible shifts and visual errors that can give rise to a sensed shift of 2 cm, we find that the most probable true shift is less than 2 cm. The amount by which it is less depends on two factors, the prior distribution and the degree of uncertainty in the visual feedback. As we increase the blur, and thus the degree of uncertainty, the estimate moves away from the visually sensed shift towards the mean of the prior distribution (Fig. 1d). Without any feedback (σ_e) the estimate should be the mean of the prior. Such a strategy can be derived from bayesian statistics and minimizes the subject’s mean squared error.

A third computational strategy (model 3) is to learn a mapping from the visual feedback to an estimate of the lateral shift. By minimizing the error over repeated trials, subjects could achieve a combination similar to model 2 but without any explicit representation of the prior distribution or visual uncertainty. However, to learn such a mapping requires knowledge of the error at the end of the movement. In our experiment we only revealed the shifted position of the finger at the end of the movement on the clear feedback trials (σ_e). Therefore, if subjects learn a mapping, they can only do so for these trials and apply the same mapping to the blurred conditions (σ_M, σ_L). This model therefore predicts that the average shift of the response towards the mean of the prior should be the same for all amounts of blur.

By examining the influence of the visual feedback on the final deviation from the target we can distinguish between these three models (Fig. 1c). If subjects compensate fully for the visual feedback (model 1), the average lateral deviation of the cursor from the target should be zero for all conditions. If subjects combine the prior and the evidence provided by sensory feedback (model 2), the estimated lateral shift should move towards the mean of the prior by an amount that depends on the sensory uncertainty. For a gaussian distribution of sensory uncertainty, this predicts a linear relationship between lateral deviation and the true lateral shift, which should intercept the abscissa at the mean of the prior (1 cm) and with a slope that increases with uncertainty. Finally, the mapping model (model 3) predicts that subjects should compensate for the seen position independently of the degree of uncertainty. Thus, all conditions should exhibit the same slope as the clear feedback condition (σ_e) of model 2. An examination of the theoretically determined mean squared error for the three models shows that it is minimal for model 2. Even though model 1 is on average on target, the variability in the response is higher than in model 2 (green shading in Fig. 1e shows the variability for the σ_L condition), leading to a larger mean squared error.

The lateral deviation from the target as a function of the lateral shift is shown for a representative subject in Fig. 2a. This shows a slope that increases with increasing uncertainty and is, therefore, incompatible with models 1 and 3. As predicted by model 2, the influence of the feedback on the final pointing location decreases with increasing uncertainty. The slope increases significantly with uncertainty in the visual feedback over the subjects tested (Fig. 2b). The bias and the slope should have a fixed relationship if we assume that subjects do bayesian estimation. We expect no deviation from the target if the true lateral shift is at the mean of the prior (1 cm). This predicts that the sum of the slope and offset should be zero, as observed in Fig. 2c. Subjects thus combine prior knowledge of the distribution with sensory evidence to generate appropriate compensatory movements.

Assuming that subjects use a bayesian strategy, we can furthermore use the errors that the subjects made during the trials to infer their degree of uncertainty in the feedback. For the three levels of imposed uncertainty, σ_o, σ_M and σ_L, we find that subjects’ estimates of their visual uncertainty are 0.36 ± 0.04, 0.67 ± 0.1 and...
0.8 ± 0.1 cm (means ± s.e.m. across subjects), respectively. We have also developed a novel technique that uses these estimates to infer the priors used by the subjects. Figure 2d shows the priors inferred for each subject and condition. This shows that the true prior (red line) was reliably learned by each subject.

To examine whether subjects could learn complex distributions, a new group of subjects were exposed to a bimodal distribution (Fig. 3a) consisting of a mixture of two gaussians separated by 4 cm. Here, the bayesian model predicts a nonlinear relationship between true shift and lateral deviation, with the precise shape depending on the uncertainty of the visual feedback. Figure 3b shows a single subject's lateral deviation together with the fit of a bayesian model (solid line) in which we fit two parameters: the separation of the two gaussians and the variance of the visual uncertainty. The nonlinear properties are reflected in the empirical data and are consistent over the subjects (Fig. 3c) with a fitted separation of 4.8 ± 0.8 cm (mean ± s.e.m. across subjects), close to the true value of 4 cm, suggesting that subjects represent the bimodal prior. Taken together, our results demonstrate that subjects implicitly use bayesian statistics.

Many technically challenging problems have been addressed successfully within the bayesian framework. It has been proposed that the architecture of the nervous system is well suited for bayesian inference and that some visual illusions can be understood within the bayesian framework. However, most models of the sensorimotor system consider a cascade of mappings from sensory inputs to the motor output. These models consider input–output relationships and do not explicitly take into account the probabilistic nature of either the sensors or the task. Recent models of motor control have begun to emphasize probabilistic properties. Unlike the visual system, which loses much of its plasticity once it has passed its critical period, the motor system retains much of its plasticity throughout adult life. We could therefore impose a novel prior on the subjects and measure its influence on sensorimotor processing. To show quantitatively that the system performs optimally would require a direct measure of sensory uncertainty before it is integrated with the prior. However, such a measure cannot easily be obtained as even a naive subject would integrate feedback with their natural, but unknown, prior. However, by imposing experimentally controlled priors we have shown that our results qualitatively match a bayesian integration process. A bayesian view of sensorimotor learning is consistent with neurophysiological studies showing that the brain represents the degree of uncertainty when estimating rewards and with psychophysical studies addressing the timing of movements. Although we have shown only the use of a prior in learning hand trajectories during a visuomotor displacement, we expect that such a bayesian process might be fundamental to all aspects of sensorimotor control and learning. For example, representing the distribution of dynamics of objects, such as their mass, would facilitate our interactions with them. Similarly, although the possible configurations of the human body are immense, they are not all equally likely and knowledge of their distribution could be used to refine estimates of our current state. Taking into account a priori knowledge might be key to winning a tennis match. Tennis professionals spend a great deal of time studying their opponent before playing an important match, ensuring that they start the match with correct a priori knowledge.

Methods

Experimental details

Six male and four female subjects participated in this study after giving informed consent. Subjects made reaching movements on a table during which an Optotrak 3020 tracking system (Northern Digital) measured the position of their right index finger. A projection—mirror system prevented direct view of their arm and allowed us to generate a cursor representing their finger position that could be displayed in the plane of the movement (for details of the set-up see ref. 30). Subjects saw a blue sphere representing the starting location, a green sphere representing the target and a white sphere representing the position of their finger (Fig. 1a). Subjects were requested to point accurately to the target. When the finger left the start position, the cursor representing the finger was extinguished and displayed to the right by an amount that was determined from each trial from a gaussian distribution with mean of 1 cm and standard deviation of 0.5 cm. Midway through the movement (10 cm), feedback of the cursor at the displaced finger position was flash at 100 ms. On each trial one of four types of feedback (\(\sigma_e\), constant, \(\sigma_c\), was displayed; the selection of the feedback was random, with the relative frequencies of the four types being 1, 1, 1, 1, respectively. The \(\sigma_c\) feedback was a small white sphere. The \(\sigma_e\) feedback was 25 small translucent spheres, distributed as a two-dimensional gaussian with a standard deviation of 1 cm, giving a cloud-type impression. The \(\sigma_e\) feedback was analogous but had a standard deviation of 2 cm. No feedback was provided in the \(\sigma_c\) case. After another 10 cm of movement the trial was finished; feedback of the final cursor location was provided only in the \(\sigma_c\) condition. The experiment consisted of 2,000 trials for each subject. On post-experimental questioning, all subjects reported being unaware of the displacement of the visual feedback. Only the last 1,000 trials were used for analysis. Subjects were instructed to take into account what they saw at the midpoint and to get as close to the target as possible; we took the lateral deviation of the finger from the target as a measure of subjects' estimate of the lateral shift. By averaging over trials we could obtain this estimate uncorrupted by any motor output noise, which we assumed to have mean of zero.

Bayesian estimation

We wish to estimate the lateral shift \(x_{\text{true}}\) of the current trial given a sensed shift \(x_{\text{sensed}}\) (also known as the evidence) and the prior distribution of lateral shifts \(p(x_{\text{true}})\). From Bayes' rule we can obtain the posterior distribution, that is the probability of each possible lateral shift taking into account both the prior and the evidence, 

\[
p(x_{\text{true}}|x_{\text{sensed}}) = \frac{p(x_{\text{sensed}}|x_{\text{true}}) p(x_{\text{true}})}{p(x_{\text{sensed})}}
\]

where \(p(x_{\text{true}}|x_{\text{sensed}})\) is the likelihood of perceiving \(x_{\text{sensed}}\) when the lateral shift really is \(x_{\text{true}}\). We assume that visual estimation is unbiased and corrupted by gaussian noise so that

\[
p(x_{\text{sensed}}|x_{\text{true}}) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(x_{\text{sensed}} - x_{\text{true}})^2}{2\sigma^2}}
\]

where \(\sigma = \text{standard deviation of sensory noise}\).

For the optimal estimate we can find the maximum by differentiation, which represents the most probable lateral shift. For gaussian distributions such an estimate also has the
Given that we know $\sigma_{true}$, we can estimate the uncertainty in the feedback $\sigma_{feedback}$ by linear regression from Fig. 2a.

Resulting mean squared error

The mean squared error (MSE) is determined by integrating the squared error over all possible exposed feedbacks and actual lateral shifts.

$$MSE = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (x_{feedback} - x_{true})^2 f_{feedback} f_{true} \, dx_{feedback} \, dx_{true}$$

For model 1, $x_{feedback} = x_{true}$, and this gives $MSE = \sigma_{true}^2$.

Using the result for $x_{feedback}$ from above for model 2 gives

$$MSE = \sigma_{true}^2 \frac{\sigma_{feedback}^2}{\sigma_{true}^2 + \sigma_{feedback}^2}$$

which is always lower than the MSE for model 1. If the variance of the prior is equal to the variance of the feedback, the MSE for model 2 is half that of model 1.

Inferring the used prior

An obvious choice of $x_{feedback}$ is the maximum of the posterior

$$p(x_{true}|x_{feedback}) = \frac{1}{\sqrt{2\pi\sigma_{feedback}}} e^{-x_{true}^2/(2\sigma_{feedback}^2)}$$

The derivative of this posterior with respect to $x_{true}$ must vanish at $x_{true}$. This allows us to estimate the prior used by each subject. Differentiating and setting to zero we get

$$\frac{dp(x_{true})}{dx_{true}} \bigg|_{x_{true}} = 0$$

$$x_{true} = \frac{\sigma_{true}^2}{\sigma_{true}^2 + \sigma_{feedback}^2} x_{feedback}$$

We assume that $x_{feedback}$ has a narrow peak around $x_{true}$ and thus approximate it by $x_{true}$. We insert the $x_{feedback}$ obtained above, affecting the scaling of the integral but not its form. The average of $x_{feedback}$ across many trials is the imposed shift $x_{feedback}$. The right-hand side is therefore measured in the experiment and the left-hand side approximates the derivative of $\log(p(x_{true}))$. Since $p(x_{true})$ must approach zero for both very small and very large $x_{true}$, we subtract the mean of the right-hand side before integrating numerically to obtain $\log(p(x_{true}))$, which we can then transform to estimate the prior $p(x_{true})$.

Bimodal distribution

Six new subjects participated in a similar experiment in which the lateral shift was bimodally distributed as a mixture of two gaussians:

$$p(x_{true}) = \frac{1}{2\sqrt{2\pi\sigma_{true}}} \left( e^{-x_{true}^2/(2\sigma_{true}^2)} + e^{-(x_{true}-2)^2/(2\sigma_{true}^2)} \right)$$

where $\sigma_{true} = 4$ cm and $\sigma_{feedback} = 0.5$ cm. Because we expected this prior to be more difficult to learn, each subject performed 4,000 trials split over two consecutive days. In addition, to speed up learning, feedback midway through the movement was always blurred (25 spheres distributed as a two-dimensional gaussian with a standard deviation of 4 cm), and feedback at the end of the movement was provided on every trial. Fitting the bayesian model (using the correct form of the prior and true $\sigma_{true}$) to minimize the MSE between actual and predicted lateral deviations of the last 1,000 trials was used to infer the subject's internal estimates of both $x_{true}$ and $\sigma_{true}$. Some aspects of the non-linear relationship between lateral shift and lateral deviation (Fig. 3a) can be understood intuitively. When the sensed shift is zero, the actual shift is equally likely to be to the right or the left and, on average, there should be no deviation from the target. If the sensed shift is slightly to the right, such as 0.25 cm, then the actual shift is more likely to come from the right-hand gaussian than the left, and subjects should point to the right of the target. However, if the sensed shift is far to the right, such as 3 cm, then the bulk of the prior lies to the left, subjects should point to the left of the target.
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The question of whether it is possible to automate the scientific process is of both great theoretical interest\,1,2 and increasing practical importance because, in many scientific areas, data are being generated much faster than they can be effectively analysed. We describe a physically implemented robotic system that applies techniques from artificial intelligence\,3,4 to carry out cycles of scientific experimentation. The system automatically